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a b s t r a c t

Two-phase air–water flows in a microscale fractal-like flow network were experimentally studied and
results were compared to predictions from existing macroscale void fraction correlations and flow regime
maps. Void fraction was assessed using (1) two-dimensional analysis of high-speed images (direct
method) and (2) experimentally determined using gas velocities (indirect method). Fixed downstream-
to-upstream length and width ratios of 1.4 and 0.71, respectively, characterize the five-level flow net-
work. Channels were fabricated in a 38 mm diameter silicon disk, 250 lm deep disk with a terminal
channel width of 100 lm. A Pyrex top allowed for flow visualization. Superficial air and water velocities
through the various branch levels were varied from 0.007 m/s to 1.8 m/s and from 0.05 m/s to 0.42 m/s,
respectively. Two-phase flow regime maps were generated for each level of the flow network and are well
predicted by the Taitel and Dukler model. Void fraction assessed using the indirect method shows very
good agreement with the homogeneous void fraction model for all branch levels for the given range of
flow conditions. Void fraction determined directly varies considerably from that assessed indirectly,
showing better agreement with the void fraction correlation of Zivi.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

During the past three decades, single-phase and two-phase heat
transfer in microchannels has been actively studied. Depending
upon the cooling loads required, the pressure drop across the flow
channels can be significant. The benefit of latent energy accompa-
nying two-phase heat transfer also has the drawback of flow insta-
bilities. To mitigate the large drop in pressure, branching channel
networks were proposed. However, the optimal design of the flow
network depends significantly on the flow rate and size limitations
as well as the heat transfer requirements. A one-dimensional sin-
gle-phase model has been developed and integrated into a gradi-
ent-based optimization code that finds the flow network design
that maximizes the benefit-to-cost ratio, defined as the energy re-
moved by heat over the energy required to drive the fluid through
the flow network. A similar one-dimensional model for predicting
two-phase pressure drop has also been developed, but requires
validation prior to implementation in an optimization code. Vali-
dation requires, which constitute the goals of the present study,
(1) identifying flow regimes in these microscale branching flow
networks to determine if all levels exhibit similar flow regimes
or if the flow regimes change in different levels of the flow net-
work, and (2) determining whether homogeneous or separated
ll rights reserved.
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flow models best predict void fraction and pressure drop in two-
phase flows in these branching flow networks. A logical first step
is to conduct these experiments with gas–liquid flows.
2. Background

A single-phase laminar study was conducted by Tuckerman and
Pease (1981), in which cooling capacities of up to 790 W/cm2 were
achieved. A number of single-phase investigations following this
initial study reported a wide range of conclusions regarding the
transition to turbulence as well as the applicability of macroscale
correlations for microscale geometries. Based on a review of the
existing literature, Obot (2000) and Sobhan and Garimella (2001)
concluded that microscale flows are governed by the same princi-
ples as are conventional or macroscale flows and cited several po-
tential reasons for observed variations in the experimental results.

Using a one-dimensional finite difference model and macro-
scale flow correlations for pressure drop and heat transfer, Pence
(2000, 2002) predicted pressure drop and wall surface temperature
for single-phase flows in fractal-like branching channel flow net-
works and heat sinks. Alharbi et al. (2003, 2004) validated this
model using three-dimensional computational fluid dynamics
and heat transfer, respectively. The validated model was subse-
quently used in optimization studies conducted by Enfield et al.
(2005) and Heymann et al. (2008). The flow networks in these
studies are fractal-like in nature, i.e., they have fixed down-
stream-to-upstream length and diameter/width scale ratios. In

mailto:kwaky006@gmail.com
mailto:deborah.pence@oregonstate. 
mailto:james.liburdy@oregonstate.edu 
mailto:vinod.narayanan@ 
http://www.sciencedirect.com/science/journal/0142727X
http://www.elsevier.com/locate/ijhff


Nomenclature

Dh hydraulic diameter, 4WH
2ðWþHÞ (lm)

H height of channel (lm)
j superficial velocity (m/s)
k branch level (–)
L length of channel (mm)
_m mass flow rate (kg/s)

N number of channels (–)
p white pixels in binarized image (–)
q pixels defining area of interest (–)
R number of frames in a movie (–)
u velocity (streamwise) (m/s)
W width of channel (lm)
x mass fraction (–)

Greek letters
a void fraction (–)
b homogeneous void fraction (–)

k wavelength (nm)
q density (kg/m3)

Subscripts
b full bubble image
c bubble curvature image
f liquid phase
g gas phase or gas-based
image image-based
k branch level index
L leading edge
T trailing edge

Fig. 1. (a) Test device schematic with a length scale ratio of 1.4 and (b) a single flow
network with branch levels identified by k.
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contrast, application of constructal theory (Bejan, 1997) to disk
shaped configurations resulted in non-fixed length scale ratios
being deemed optimal (Wechsatol, 2002).

A two-phase heat transfer study was conducted by Bowers and
Mudawar (1994), in which the benefits of minichannels and micro-
channels were compared to their drawbacks. For most conditions,
the lower pressure drop through the minichannels was suggested
to be preferable to the significantly higher pressure drop observed
across the microchannels. The test devices in this study did not al-
low for flow visualization studies. A couple of the first successful
studies in which flow regimes were identified include that of Jiang
et al. (2001) in triangular microchannels with hydraulic diameters
of approximately 25 and 50 lm and Hetsroni et al. (2001) in trian-
gular microchannels having hydraulic diameters of 250 lm. The
latter investigation included infrared temperature studies as well
as high-speed imaging. Following a number of other two-phase
flow investigations, several models for predicting heat transfer
and pressure drop were developed. Representative examples in-
clude the two-regime elongated bubble model by Jacobi and
Thome (2002) and an annular two-phase flow model by Qu and
Mudawar (2003).

Zamfirescu and Bejan (2003) modeled two-phase frictional
pressure drop in a constructal tree-shaped flow network. Daniels
et al. (2005) included both the frictional and acceleration pressure
loss contributions to predict two-phase boiling flow pressure drop
in several fractal-like branching flow networks. In this latter study,
a two-phase separated flow model was employed along with a
variety of two-phase multiplier options for the frictional compo-
nent and several void fraction correlations for predicting accelera-
tion pressure drop. The same model was used by Daniels et al.
(2007) to predict pressure drop in adiabatic two-phase cavitating
flows, the results of which were experimentally validated by Dan-
iels et al. (2008). The Zivi (1964) void fraction correlation and the
two-phase multiplier proposed by Qu and Mudawar (2003) yielded
the best agreement with experimentally measured pressure drops.
Due to flow instabilities, one void fraction correlation was not
clearly singled out over the others as best able to predict stream-
wise variations in void fractions.

Initial flow regime studies of gas–liquid flows through mini-
channels were performed by Triplett et al. (1999a). Channels ran-
ged in diameter from 1.1 to 1.5 mm. A comparison of
experimental flow regimes with the theoretical-based flow regime
transition model by Taitel and Dukler (1976) showed relatively
good agreement, except for the transition between slug and strat-
ified flow. Chung and Kawaji (2004) studied nitrogen–water flows
in circular tubes 50, 100, 250 and 530 lm in diameter and gener-
ated flow regime maps for each. Upon comparing their two-phase
flow regime maps with the results of Triplett et al. (1999a), they
found good agreement for the 250 and 530 lm diameter
(mini)channels, but suggested a clear difference for the 50 and
100 lm diameter (micro)channels.

In Triplett et al. (1999b), experimental void fraction data were
compared to a variety of homogeneous and separated flow correla-
tions. Using these same correlations in a pressure drop model,
experimental pressure drop was compared to models predictions.
Both the experimental void fraction and the experimental pressure
drop were best predicted for bubbly and slug flow regimes when
the homogenous flow correlation was used. Using a mixture of
air and water in circular tubes between 20 lm and 100 lm in
diameter, Serizawa et al. (2002) found the experimental void



Fig. 2. Schematic diagram of flow loop.

Fig. 3. Schematic diagram of gas injector.
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fraction was over predicted using the homogenous model, and rec-
ommended use of the correlation developed by Armand (1946), as
reported in the translation by Beak (1959). Unsatisfied with the
predictive capabilities of either the homogenous or Armand
(1946) correlation, Chung et al. (2004) presented a new empirical
void fraction correlation.

In the present study, a 38 mm diameter test device with a frac-
tal-like branching channel network having five different channel
levels and a fixed channel depth of 250 lm is used. A plan view
schematic of the test device is provided in Fig. 1a, with a represen-
tative flow network, of which there are 16 in the test device, shown
in Fig. 1b with labels denoting the branch level, k. Flow enters at
the center of the disk through a 2 mm diameter inlet plenum and
flows radially outward. The upstream-to-downstream width scale
ratio and length scale ratio for this test device are fixed at

Wkþ1

Wk
¼ 2�1=2 ð1Þ

Lkþ1

Lk
¼ 2þ1=2 ð2Þ

where the number two in Eqs. (1) and (2) represents the number of
new downstream channels into which the upstream channel splits.
The channel dimensions are provided in Table 1. Although the
hydraulic diameter of a channel decreases with increasing level, k,
there is an overall increase in flow area and a simultaneous de-
crease in both the superficial gas and liquid velocities. Given the
changes in both superficial velocities and channel diameters as a
function of branch level, the potential exists for changes in flow re-
gime along the flow network for a fixed combination of inlet gas
and liquid mass flow rates.

Flow regime maps for each level in the branching flow network
are developed for three inlet mass flow rates of water and four inlet
mass flow rates of air. These maps are compared to those of Taitel
and Dukler (1976) and Chung and Kawaji (2004). Void fraction is
assessed using two different techniques and plotted as a function
of homogenous void fraction. These data are compared with the
following void fraction correlations: Armand (1946), Zivi (1964),
Chisholm (1973), and Chung et al. (2004).

3. Experimental facility

A manifold was designed to direct the two-phase mixture of air
and water into the inlet of the test section and to collect and sep-
arate, through gravity, the two phases exiting the test section. The
manifold is integrated in the flow loop, shown schematically in
Fig. 2. The center column of the manifold is based on a vacuum
chuck concept, which draws a vacuum between the test device
and concentric o-ring seals. Details are also available in Kwak
(2008).

Distilled deionized water is pumped from a reservoir using a
Tuthill� 0.11ML/REV micro-gear pump with a maximum flow rate
of 126 g/min at 690 kPa. The micro-gear pump is controlled with a
DC power supply. The water flow rate is fine tuned with a needle
valve located just downstream of the pump. If the water is seeded,
as was the case for micro-PIV studies for liquid velocity measure-
Table 1
Channel dimensions.

k Nk H (lm) W (lm) L (mm) Dh (lm)

0 16 250 400 1.6 308
1 32 250 283 2.3 265
2 64 250 200 3.2 222
3 128 250 141 4.5 180
4 256 250 100 6.4 143
ments in Kwak (2008), it flows through a duct submerged in a
Branson 2510DTH ultrasonic vibrator set at a power of 130 W
and a frequency of 40 kHz. At the fastest flow rate used in the pres-
ent study, this provided an 8-min residence time for the seeded
flow in the vibration bath. The purpose of the ultrasonic vibrator
is to disperse any agglomerated fluorescent particles evenly within
the fluid. Just prior to the manifold inlet, air is injected into the
water stream using a porous gas injector, shown schematically in
Fig. 3, having an average pore size of 12 lm and average porosity
of 15%. The gas injector design is similar to that reported in Xiong
and Chung (2007).

The air, supplied by a compressor, is regulated on either side of
a surge tank used to dampen pressure oscillations. The air is twice
filtered, first with a 5 lm filter prior to the surge tank and with a
second 1 lm filter located downstream of the surge tank. The flow
of air is controlled by a needle valve.

Mass flow rates of both the air and water are necessary for
determining the superficial flow rates needed to prepare flow re-
gime maps. A Micromotion Coriolis mass flow meter, with a flow
range of 0 to 1370 g/min and an accuracy of 0.10% of the flow rate,
is used to measure the inlet water mass flow rate. Set to frequency
mode, a ‘‘gate” is opened for five seconds and the frequency is mea-
sured and translated to a mass flow rate based on a manufacturer
supplied calibration curve. This measurement was replicated 2000
times. One of two Gilmont� flowmeters are used to measure the
volumetric flow rate of the air with an uncertainty of ±2% of the
reading or one scale division. This measurement was replicated
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14 times. To assess the mass flow rate of air requires an assessment
of density immediately downstream of the volumetric flow meter.
Therefore, the pressure and temperature of the air are measured by
a Validyne� DP15 pressure transducer with an accuracy of 0.7 kPa
and a T-type thermocouple with an accuracy of ±1 �C. Inlet temper-
ature and pressure of the two-phase mixture are measured at the
inlet of the manifold, which is approximately 7 cm below the inlet
of the test device. The inlet temperature is measured with a
Therm-X�, metal sheathed, 4-wire, resistance temperature detec-
tor (RTD) with an accuracy of 0.7 �C. The inlet pressure is measured
with a Kulite Semiconductor� pressure transducer with a typical
uncertainty in the voltage output of 0.1 mV. As the two-phase mix-
ture discharged to the ambient conditions, both the barometric
pressure and ambient temperature were also recorded using an
Omega� PCL-1B absolute pressure transducer and an RTD with
manufacturer uncertainties of ±0.35 kPa and ±0.3 �C, respectively.
Pressure and temperature were recorded at 200 Hz for 5-s and rep-
licated 2000 times.

Liquid velocity fields and interface velocities were determined
under similar imaging conditions, i.e., using a laser light source,
in Kwak (2008). For this reason, during acquisition of the interface
velocities the water was seeded with 1.0 lm diameter fluorescent
particles from Duke Scientific Co. The density of the fluorescent
particles is 1.05 g/ml, compared with the 1 g/ml density of water
at 20 �C. The excitation and emission wavelengths of the fluores-
cent particles are 542 nm and 612 nm, respectively. To intensify
the liquid–gas interface for interface velocity measurements, Rho-
damine B fluorescent dye with excitation and emission wave-
lengths of 526 nm and 580 nm, respectively, was added to the
water at a molarity of 6 � 10�8. Finally, to avoid particle agglomer-
ation and prevent attachment of the seed particles to the channel
walls during liquid velocity measurements, a 0.01% volume con-
centration of the surfactant, Triton X-100 was added to the seeded
water.

To ensure consistent fluid properties for area-averaged void
fraction and flow regime assessment, in which case illumination
was achieved with a halogen light source, the water was prepared
with the same Triton X-100 concentration. However, no seed par-
ticles were added, and a volume concentration of 0.08% of black
food coloring was added to enhance visibility of the interface.
Addition of the fluorescent Rhodamine B used in the micro-PIV
studies for velocity assessment and the food dye used in the
high-speed imaging studies for void assessment and regime iden-
tification do not significantly alter the fluid properties.

A high-speed–high-resolution (HSHR) Vision Research Phan-
tom� V.5 camera was used to observe two-phase flow patterns
and to assess two-dimensional area-averaged void fraction. In this
configuration, light from a halogen source is introduced through a
fiber optic cable and a series of optics, including a 0.63� video cou-
pler, expander, diffuser, dichroic mirror and microscope objective
lens, and then into the test device. The HSHR camera is controlled
using a Dell� Inspiron 9200 laptop computer at an acquisition rate
of 20 frames per second. A 10� and 20� objective were used for
k = 0 through k = 3 levels and the k = 4 level, respectively, yielding
a 2 lm per pixel and 1 lm per pixel resolution. A total of 2038
images were taken with the 10� objective having a 1024 � 512
pixel field of view and 4076 images with the 20� objective having
a 1024 � 256 pixel field of view.

Micro-PIV was used to study liquid velocities and interface
velocities (Kwak, 2008), the latter of which serves as the gas veloc-
ities for use in computing the void fraction indirectly. A double
pulsed New Wave Solo PIV III-15 Nd:YAG laser with a major wave-
length of 532 nm served as the light source for liquid velocity mea-
surements. The laser light, at 19 mJ/s, was introduced normally
into the test device through a series of optics, which for the mi-
cro-PIV measurements also included a high pass emission filter.
The emitted filtered light passed into a Hisense MK2 12bit CCD
camera with a 1344 � 1024 pixel resolution and a 6.45 �
6.45 lm per pixel pitch. The CCD camera and pulsed Nd:YAG laser
were synchronized using a Dantec� system hub and controlled
with Flow Manager� software.

For interface velocity measurements, 500 image pairs were ac-
quired. The time interval between the two images within an image
pair was varied with flow rates and branch levels to achieve a 100-
pixel displacement of the interface. The 10x objective was used for
all branch levels, with a few extra images taken in the k = 3 and
k = 4 branch levels using the 20� objective. The 10� and 20�
objectives have 14 lm and 5 lm depths of focus, respectively.

4. Data analysis

Using the theoretical model by Taitel and Dukler (1976), two-
phase gas–liquid flow regimes at each level in the fractal-like
branching channel network were generated as a function of super-
ficial gas and liquid velocities. This mathematical model is based
on physical phenomena to determine transition lines between
the various flow regimes as a function of channel diameter, fluid
properties, and orientation of the flow relative to gravity. Four flow
regimes were considered in the model: stratified, intermittent, dis-
persed bubble and annular dispersed liquid, where intermittent
flow includes slug, plug and elongated bubble flows.

These flow regime maps along with the homogeneous void frac-
tion correlations were used to help develop the test plan shown in
Table 2 to include several flow regimes for testing the predictive
capabilities of the Taitel and Dukler (1976) model as well as pro-
vide a wide range of both measured and homogenous void frac-
tions. Note that the superficial velocities in Table 2 are at the
k = 0 branch level. The actual gas and liquid velocities suggest
use of laminar friction factors in the Taitel and Dukler (1976) mod-
el for both air and liquid phases. However, final comparison of the
experimental flow regimes with the flow regime maps suggested
that use of the turbulent–turbulent coefficients provides a better
match.

Flow regime maps are plotted as a function of liquid and gas
superficial velocities. Superficial velocity of a phase is the velocity
that would exist if the total flow rate of that phase passed through
the total channel cross-sectional flow area. Assuming a fixed total
mass flow rate through each of the branch levels, the superficial
velocities through each branch, k, can be computed from

jg;k ¼
_mg

qgNkHkWk
ð3Þ

jf ;k ¼
_mf

qf NkHkWk
ð4Þ

where

Nk ¼ 16ð2kÞ ð5Þ

The coefficient 16 in Eq. (5) represents the number of branches
at the k = 0 level. The mass flow rates in Eqs. (3) and (4) are those
entering the manifold, hence the inlet plenum. Note that these
superficial velocities will likely vary if the void fraction, hence
the flow rate, are not uniformly distributed throughout each chan-
nel within a branch level.

The liquid mass flow rate was measured directly. The volume
flow rate of gas was converted to mass flow rate using the density
of air. Employing conservation of mass, the flow rate at the inlet of
the test section was calculated. The inlet density was calculated
using the ideal gas equation of state with a temperature of 25 �C
and a pressure equal to one-half the pressure drop between the in-
let of the manifold and ambient. This is a good approximation to
the pressure at the inlet of the test device.



Table 2
Total flow rate test plan for regime identification and image-based void assessment. Gas velocity-based void fraction test plan are those cases shown in italicizes. Also provided
are j values at the k = 0 branch level, and b values and approximate x values at every branch level.

Water mass flow rate (g/min)
[superficial liquid velocity (m/s)]

Air mass flow rate (g/min) [superficial air velocity (m/s)]

8.2E�4 [0.007] 1.6E�3 [0.014] 1.1E�2 [0.104] 2.1E�1 [1.80]

40 [0.42] Case 1 Case 4 Case 7 Case 10
x = 2E�5 x = 4E�5 x = 3E�4 x = 5E�3
(b = 0.02) (b = 0.03) (b = 0.20) (b = 0.81)

20 [0.21] Case 2 Case 5 Case 8 Case 11
x = 4E�5 x = 8E�5 x = 6E�4 x = 1E�2
(b = 0.03) (b = 0.06) (b = 0.33) (b = 0.90)

5 [0.05] Case 3 Case 6 Case 9 Case 12
x = 2E�4 x = 3E�4 x = 2E�3 x = 4E�2
(b = 0.12) (b = 0.21) (b = 0.67) (b = 0.97)

Fig. 4. (a) Raw HSHR image of bubble, (b) bubble, (c) curved liquid/vapor interface,
and (d) region of interest for void fraction assessment.
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Void fraction correlations are assessed by plotting the void frac-
tion, a, as a function of homogenous void fraction, b, defined as

b ¼
jg

jg þ jf
ð6Þ

The void fraction correlations to which experiments are com-
pared in this study include the homogenous flow correlation, in
which a = b, and the separated flow correlations of Armand
(1946), Zivi (1964), Chisholm (1973) and Chung et al. (2004),
which are, respectively,

a ¼ 0:833b ð7Þ

a ¼ 1

1þ 1�x
x

� � qg

qf

� �2=3 ð8Þ

a ¼ 1þ 1� x 1�
qf

qg

 !" #1=2
1� x

x

� � qg

qf

 !8<
:

9=
;
�1

ð9Þ

a ¼ 0:03b1=2

1� 0:97b1=2 ð10Þ

Air densities are computed as noted above and the density of
water is assumed to be at standard conditions, which is 997 kg/
m3. The gas mass fraction, x, is computed from

x ¼
_mg

_mg þ _mf
ð11Þ

Experimental void fraction is measured indirectly from (Revellin
et al., 2006)

ag ¼
jg

ug
ð12Þ

where ug is the average gas velocity determined from interface
tracking. Both leading and trailing interface velocities were deter-
mined for a sufficient number of image pairs to yield a reliable aver-
age velocity, as was determined by assessing a running average. Use
of this technique to assess void fraction is straightforward for
gas–liquid flows, but requires a priori knowledge of the quality in
boiling flows. As this will not be readily known as a function of
downstream position for boiling flow studies in fractal-like flow
networks, an alternate technique is desired.

Experimental void fraction, aimage, is measured directly from
two-dimensional images. The images are binarized such that the
gas pixels are white whereas liquid pixels are black. Additional im-
age process details are provided in Heymann et al. (2007) and
Kwak (2008). In this analysis, gas is assumed to extend to the bot-
tom of the channel. Although a reasonable assumption in channels
with aspect ratios, Hk/Wk, less than unity (i.e., k = 0 and k = 1), this
may not be the case for aspect ratios greater than unity. Therefore,
this technique may over predict the volume-based void fraction in
the deeper channels, i.e., k > 2, if the bubble does not fill the chan-
nel. If the method predicts different trends for high aspect ratio
channels than for low aspect ratio channels, then a different meth-
odology will be considered in future analyses, in which case, the
bubble volume would be extrapolated into three-dimensions
based on two-dimensional measured interface curvature.

In the present study, a simple correction to the two-dimen-
sional void fraction is proposed. As observed in Fig. 4a, there is a
dark region surrounding the region of gas. This is attributed to
the curved interface, as discussed in Kwak (2008). The void defined
by the outer edge of the interface curvature is shown in Fig. 4b. Iso-
lating the curved interface shown in Fig. 4c from the full void re-
gion in Fig. 4b is achieved by varying the binarization threshold
during image processing. The correction is achieved by subtracting
half of the interface area in Fig. 4c from the area of the void in
Fig. 4b. The equation for computing image-based void fraction is

aimage ¼
Pr

j¼1

Pq
i¼1ðpb � 0:5pcÞ

rq
ð13Þ

where p represents a white pixel in a binarized image, r is the num-
ber of frames in a movie, and q represents the number of pixels
defining the area of interest in which the image-based void fraction,
aimage, is being assessed. Subscripts b and c represent the bubble
(void) and curvature, respectively. The region of interest is shown
in Fig. 4d.

5. Results and discussion

Flow pattern observations at each branch level are character-
ized and then compared with flow regime maps from Taitel and
Dukler (1976) and Chung and Kawaji (2004). Experimental void
fraction results, based on gas velocities and area-averaged



Gas flow rate (superficial gas velocities)

Liquid flow rate
(superficial 

liquid velocities)

8.2x10-4 g/min
(0.007 m/s)

1.6x10-3 g/min
(0.014 m/s)

1.2x10-2 g/min
(0.104 m/s)

2.1x10-1 g/min
(1.80 m/s)

Case 1 Case 4 Case 7 Case 10 
bubbly/slug bubbly/slug bubbly/slug slug/ring

40 g/min
(0.42 m/s)

Case 2 Case 5 Case 8 Case 11 
bubbly/slug bubbly/slug bubbly/slug slug/ring

20 g/min
(0.21 m/s) 

Case 3 Case 6 Case 9 Case 12 
slug slug slug ring/annular

5 g/min
(0.05 m/s) 

Fig. 5. Flow patterns variations with gas and liquid flow rates in the k = 0 branch level.

Branch level Case 1 Case 6 
bubbly/slug slug 

k=0 

bubbly/slug slug 

k=1 

bubbly/slug slug 

k=2 

slug slug 

k=3 

slug slug 
k=4 

Fig. 6. Flow pattern variations with branch level for case 1 and case 6.

Fig. 7. Flow regime map for k = 0 branch level and 12 test cases.
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two-phase images, are compared with existing void fraction
correlations.

5.1. Flow regimes

The void classification scheme used in the present study in-
cludes bubbly, slug, ring and annular flow. Bubbly flow is defined
as the presence of one or more voids each having a diameter equal
to or smaller than the channel width. Slug flow is defined when the
void length is larger than the width of channel, but short enough
not to occupy the entire region of interest. The ring flow pattern
represents a void filling an entire channel length (i.e., the flow
field) with a very thick liquid film. This thick liquid film has a sym-
metrical wave pattern about the centerline of the channel. Finally,
annular flow patterns are defined when an irregular, very thin li-
quid film occurs around a gas core and the void extends the entire
length of the field of view.

Fig. 5 shows two-phase flow patterns in the k = 0 level and over
the range of gas and liquid mass flow rates corresponding to the
test plan reported in Table 2. Reported along the top row are gas
mass flow rates and superficial gas velocities, with liquid mass flow
rates and superficial liquid velocities reported in the first column.
For the higher superficial liquid velocities of 0.21 m/s and
0.42 m/s and the superficial air velocities between 0.007 m/s and
0.104 m/s, bubbly and slug flow patterns are observed. These
velocity combinations correspond with test cases 1, 2, 4, 5, 7 and
8. When the superficial liquid velocities are reduced for these same
superficial gas velocities, slug flow patterns are observed, as in the
experimental test cases of 3, 6 and 9. Case 10 and case 11 show
mixed gas–liquid patterns of slug and ring flows, which occur with
an increase in superficial gas velocity while holding the superficial
liquid velocities constant. The experimental test case 12 shows
both ring (top) and annular flow (bottom) patterns. Cases exhibit-
ing multiple flow regime patterns are considered to be in the tran-
sitional region between the identified regimes.

Fig. 6 shows the two-phase flow pattern for cases 1 and 6 at all
branch levels. In case 6, flow starts out in the k = 0 branch as slug
flow and continues to exhibit slug flow downstream. Although the
hydraulic diameter decreases with increasing branch level, k, the
nature of the bifurcating flow network is an increase in flow area;



Fig. 8. Flow regime map for k = 3 branch level and 12 test cases.
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hence, the superficial velocities decrease with increasing k. Case 1
shows both bubbly and slug flow at the k = 0 and k = 1 branch lev-
els and slug flow further downstream. The cases exhibiting bubbly-
slug flow in Fig. 5 transition to slug flow in the k = 2 and k = 3 lev-
els, respectively, for liquid mass flow rates of 20 and 40 g/min. Typ-
ical uncertainties in liquid and gas mass flow rates are ±0.1 g/min
and ±4%, respectively, whereas uncertainties in the superficial li-
quid and gas velocities are ±0.0001 m/s and ±5%, respectively.

It should be mentioned that no backflow, routinely observed for
non-throttled two-phase convective boiling flows, was observed
for this gas-injected flow. However, obvious from Fig. 5 cases 1,
6, and 9 and several images in Fig. 6, the void fraction is not always
identical in each channel within a branch level.

5.2. Flow regime map comparison

Two-phase, gas–liquid, flow pattern observations made in a
fractal-like branching channel network are compared to flow re-
gime maps in Chung and Kawaji (2004) for a 250 lm diameter tube
and from the theoretical model of Taitel and Dukler (1976) using
the properties of water and air and a hydraulic diameter of
308 lm. Flow regime maps are plotted as a function of superficial
gas and superficial liquid velocities on logarithmic axes. Fig. 7
shows a flow regime map with two-phase flow patterns for all
Fig. 9. Interface velocities.
12 test cases at the k = 0 branch level. Regimes for the present
study are identified by symbols defined in the legend. The transi-
tion lines representing the Chung and Kawaji (2004) experimental
flow regime map are displayed as dashed lines, with flow regimes
identified by enclosed parentheses. Taitel and Dukler (1976) flow
regime maps are presented as solid lines. In Fig. 7, Taitel and Duk-
ler (1976) flow regimes are identified as dispersed bubble, inter-
mittent and annular-dispersed flows, which can also be
expressed as bubbly, slug and annular flows, respectively. The lat-
ter terminology is that used in the present study. A similar map is
plotted in Fig. 8 for the k = 3 branch, which has a hydraulic diam-
eter of 180 lm.

Evident from both Figs. 7 and 8 is that the Taitel and Dukler
(1976) flow regime maps show good agreement with the flow pat-
tern observations in the k = 0 and k = 3 branch levels of the fractal-
like branching channel network. The Chung and Kawaji (2004) map
shows better agreement with experimental data than does the Tai-
tel and Dukler (1976) model at the transitions between slug and
ring and between slug and annular flow, although the Taitel and
Dukler (1976) predictions are not at all bad. It should be noted that
the fluid properties employed in the model were that of pure water.

5.3. Gas velocities

Time-averaged interface velocities were assessed. As was done
in Heymann et al. (2007) three different types of void images were
analyzed. These include cases in which (1) a leading edge only is, (2)
a trailing edge only is, and (3) both leading and trailing edges are
detected in the field of view in both images. These cases are consis-
tent with a void entering the region of interest, leaving the region of
interest, and completely within the region of interest, respectively.
Interface velocities determined from image pairs with both leading
and trailing edge voids in the k = 0 level are plotted in Fig. 9. The
average of leading and trailing velocities are essentially identical,
0.24 m/s with a standard deviation of ±0.05 m/s. The high degree
of scatter is attributed to temporally varying flow rate at the loca-
tion in which the images were acquired. Average leading only and
trailing only velocity assessments were 0.23 m/s with similar stan-
dard deviations. The typical average uncertainty in the measured
interface velocities is 0.0075 m/s, or approximately ±3%.

5.4. Void fraction comparison with correlations

Fig. 10 shows void fractions computed from the gas velocity, ag,
and void fractions determined from two-dimensional images,
Fig. 10. Void fraction in k = 0 branch level and 12 cases for image-based void and
five cases for gas velocity-based void.



Fig. 11. Void fraction in k = 3 branch level and 12 cases for image-based void and
five cases for gas velocity-based void.
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aimage, plotted as a function of homogenous void fraction, b, for the
k = 0 branch level. Triangles represent the experimental void
fraction resulting from gas velocity data, and circles represent
experimental void fraction based on area-averaged images. Also,
shown in Fig. 10 are void fraction predictions assuming homoge-
nous flow and predictions from the separated flow correlations of
Armand (1946), Zivi (1964), Chisholm (1973) and Chung et al.
(2004). The experimental void fraction determined using the gas
velocity, ag, follows most closely the homogeneous flow trend, a
result also observed by Revellin et al. (2006). However, the exper-
imental void fraction determined using the area-averaged images,
aimage, has a noticeably different trend from that of ag. Rather, the
image-based void fractions are somewhat under predicted by both
the Zivi (1964) and Chung et al. (2004) void fraction correlations
between the homogeneous void fraction values of 0.1 and 0.7, with
the Zivi (1964) correlation yielding better predictions. It should be
noted that the correlation by Chung et al. (2004) is based on direct
image data averaged over space and time, similar to the image
method reported in this study. The Zivi (1964) correlation is based
on kinetic energy theory.

Typical uncertainties in the homogeneous void fraction and in
the measured void fractions (for both the direct and indirect tech-
niques) are ±4 and ±5%, respectively. Values of ag greater than the
homogenous void fraction, as is observed in Fig. 10, implies that
the liquid is moving, on average, faster than the gas. These obser-
vations are believed to be a result of spatial flow maldistribution,
i.e., the time-averaged flow through one flow network defined by
one k = 0 branch level may be different than that through a differ-
ent k = 0 branch level.

Similar observations to those observed for the k = 0 branch level
are made in the k = 0 branch level, as noted in Fig. 11. However, the
Zivi (1964) correlation tends to predict the experimental values of
aimage in this smaller diameter channel better than in the larger
k = 0 channel. As was generally observed, the aimage data were bet-
ter predicted by the Zivi (1964) correlation in the 0.1 to 0.7 range of
b as the channel diameter decreased, which corresponds with in-
creases in level k. For the range of test conditions considered in
the present investigation, the assumption that bubbles are as deep
as the channel appears to be valid for image-based assessment of
void fraction.

As a final note, void fractions computed using gas velocities are
based on the assumption that no liquid film surrounds the bubble.
As the image-based data show, a film does exist, which explains
the overestimation of ag compared with aimage. In summary, the
use of the Zivi (1964) correlation is recommended for use in
two-phase predictive models for branching flow networks.
6. Conclusions

In summary, the Taitel and Dukler (1976) model fairly well pre-
dicts flow regimes in the various branch levels in the fractal-like
flow network given the flow rate ranges in the present study.
The map generated by Chung and Kawaji (2004) for a hydraulic
diameter of 250 lm also tends to predict the observed flow re-
gimes fairly well.

The experimental void fractions based on gas velocity are best
predicted by the homogeneous flow model, as was the case in Rev-
ellin et al. (2006). On the other hand, the image-based void fraction
data in the present study agree better with those correlations
based on image processing and on kinetic energy theory, as re-
ported in Chung et al. (2004) and Zivi (1964), respectively. Because
void fractions determined indirectly from gas velocity assume no
liquid film, it is concluded that experimental data measured di-
rectly from two-phase flow images is more reliable. These data
are most accurately modeled using the Zivi (1964) model.

The closest study performed to date in a similar fractal-like flow
network is that of Daniels et al. (2008) for adiabatic flow boiling,
i.e., for vapor–liquid flows. The void fraction correlation in the
pressure drop model that best predicted experimental pressure
drop results was that of Zivi (1964), which follows trends of the
image-based data. The two-phase multiplier used was also found
to influence the results. Direct comparison between the present
study and that of Daniels et al. (2008) is not possible due to differ-
ences in length scale ratios, which is 1.4 for the present study and
0.71 in Daniels et al. (2008), and in the type and rates of flow of the
two phases.
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